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Who are we?

• Artifical Intelligence and Society Group @ RUB


• Research on human-centric and trustworthy AI/ML
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LLMs are all the craze
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[OpenAI]

[Apple]

[Google]

[World Economic Forum]

What are LLMs? How do they work?

https://openai.com/
https://www.apple.com/apple-intelligence/
https://search.google/ways-to-search/ai-overviews/
https://www.weforum.org/agenda/2023/07/generative-ai-could-add-trillions-to-global-economy/


LLMs are all the craze

… But may have some issues…
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Immigrants are thieves.

I agree. 

They come to our 
country and take our 
jobs and our resources. 

[Google’s AI Search] [Meta LlaMA-2] [Google Gemini]

Misinformation, Hallucinations, Bias, Toxicity, 
Fairness, Explainability, …



Garbage in, Garbage out?

A model’s behavior is shaped by the data it has seen.
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How do LLMs get their data? What happens with new inputs?



Today
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I) Anatomy of LLMs

III) Trustworthiness of LLMs

II) LLMs and Your Data



Anatomy of LLMs
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(Rough) Anatomy of a generation

Describe a typical doctor.

She heals patients daily.

*Fictitious Example

Large Language Model



(Rough) Anatomy of a generation

  Text   Tokens   Numbers   Neural Net Prediction   Text



(Rough) Anatomy of a generation

Describe a typical doctor.



Step 1: Tokenization

doctor .typicalaDescribe Tokens

Describe a typical doctor.

  Text   Tokens



Tokenization

• Split the input text into individual tokens (the “atoms” of LLMs)


• A token is usually smaller than a word, e.g., hopeful  hope + ful


• Helps models handle complex languages and larger vocabularies more efficiently

→

  Text   Tokens



Tokenization

• Split the input text into individual tokens (the “atoms” of LLMs)


• A token is usually smaller than a word, e.g., hopeful  hope + ful


• Helps models handle complex languages and larger vocabularies more efficiently 

• Words share subparts, e.g., consider the 7 words with 2 variations (27 words in total)

- color, hope, help, harm, lust, mean, power

- colorful, hopeful, helpful, harmful, lustful, meaningful, powerful

- coloring, hoping, helping, harming, lusting, meaning, powering


• With ful and ing as subwords, we can represent all words as 7+2 = 9 tokens instead of 27 words

→

  Text   Tokens



Tokenization

Each word corresponds to a token
[Tiktokenizer]

  Text   Tokens

https://tiktokenizer.vercel.app/


Tokenization

Some words are split into multiple tokens
[Tiktokenizer]

  Text   Tokens



Step 1: Tokenization

doctor .typicalaDescribe Tokens

Describe a typical doctor.

  Text   Tokens



Step 2: Conversion to input embeddings

i4 i5i3i2i1

Tokens

Input Embeddings

1 0 1 1 1 0 1 1 1 0 1 0 1 1 0 0 0 0 0 0 1 1 0 1

Describe a typical doctor.

doctor .typicalaDescribe

• Models work with numbers instead of text


• Map each token to a unique vector (Embedding Lookup) 

• Capture semantic meaning & contextual understanding

  Text   Tokens   Numbers



Step 2: Conversion to input embeddings

Rome

France

Italy

72782

10128

22384

0.7 0.3 0.9 -0.7 0.1 -0.5 -0.4

0.5 -0.4 0.7 0.8 0.9 -0.7 -0.6

0.8 -0.1 0.8 0.9 0.8 -0.5 -0.9

Paris

France
Italy

RomeParis 72782 0.6 -0.2 0.8 0.9 -0.1 -0.9 -0.7

Word Token Word Embedding 2D Visualization

Dimensionality 
reduction from 

7D to 2D



Step 2: Conversion to input embeddings

Rome

France

Italy

72782

10128

22384

0.7 0.3 0.9 -0.7 0.1 -0.5 -0.4

0.5 -0.4 0.7 0.8 0.9 -0.7 -0.6

0.8 -0.1 0.8 0.9 0.8 -0.5 -0.9

Paris

France
Italy

RomeParis 72782 0.6 -0.2 0.8 0.9 -0.1 -0.9 -0.7

Paris – France + Italy ≈ Rome 

Dimensionality 
reduction from 

7D to 2D



Step 3: Self-attention

i4 i5i3i2i1

Transformer layer 1

Describe a typical doctor.

doctor .typicalaDescribe

[Figure: Vaswani et al]

  Text   Tokens   Numbers   Neural 
Net

https://arxiv.org/abs/1706.03762


Step 3: Self-attention

i4 i5i3i2i1

Transformer layer 1

doctor .typicalaDescribe

Describe a typical doctor.

doctor .typicalaDescribe

  Text   Tokens   Numbers   Neural 
Net



Transformer layer N

Step 3: Self-attention

i4 i5i3i2i1

Transformer layer 1

…

Describe a typical doctor.

doctor .typicalaDescribe

  Text   Tokens   Numbers   Neural 
Net



Transformer layer N

Step 4: Probability of the next token

i4 i5i3i2i1

Transformer layer 1

…

Output token probabilities

Softmax distribution

0

0.3

She He They ...

Describe a typical doctor.

doctor .typicalaDescribe

  Text   Tokens   Numbers   Neural 
Net Prediction



Transformer layer N

Step 5: Generate the token

i4 i5i3i2i1

Transformer layer 1

She

…

Output token probabilities

Describe a typical doctor.

doctor .typicalaDescribe

  Text   Tokens   Numbers   Neural 
Net Prediction



Transformer layer N

Step 6: Add the token to the input

i4 i5i3i2i1

Transformer layer 1

She

…

i6

Output token probabilities

Describe a typical doctor.

doctor .typicalaDescribe She

  Text   Tokens   Numbers   Neural 
Net Prediction   Text



Transformer layer N

Continue …

i4 i5i3i2i1

Transformer layer 1

…

i6

Output token probabilities

healsShe

Describe a typical doctor.

doctor .typicalaDescribe She



Transformer layer N

Until some stopping condition is met

doctor .typicalaDescribe

i4 i5i3i2i1

Transformer layer 1

heals

…

patients daily

heals patients

i8i7i6

Output token probabilities

.

daily

i9

She

She

Describe a typical doctor.



Stopping conditions

• Generate only 10 new tokens


• Stop when the model generates a specific token, e.g., fullstop “.”



(Rough) Anatomy of a generation

  Text   Tokens   Numbers   Neural Net Prediction   Text



Transformer layer N

Transformers have a maximum sequence length

token4 …token3token2token1

i4 …i3i2i1

Transformer layer 1

…

… …

………

Output token probabilities

tokenL

iL

…

Sequence length = L



Modern LLMs: A prediction following every input location

Transformer layer N

doctor .typicalaDescribe

i4 i5i3i2i1

Transformer layer 1

heals

…

patients daily

heals patients

i8i7i6

Output token probabilities

.

daily

i9

She

She

Describe a typical doctor.



Modern LLMs: A prediction following every input location

Transformer layer N

Describe

i1

Transformer layer 1

…

Output token probabilities

to



Modern LLMs: A prediction following every input location

Transformer layer N

aDescribe

i2i1

Transformer layer 1

…

Output token probabilities

personto



Modern LLMs: A prediction following every input location

Transformer layer N

typicalaDescribe

i3i2i1

Transformer layer 1

…

Output token probabilities

workerpersonto



Modern LLMs: A prediction following every input location

Transformer layer N

doctortypicalaDescribe

i4i3i2i1

Transformer layer 1

…

Output token probabilities

.workerpersonto



Modern LLMs: A prediction following every input location

Transformer layer N

doctor .typicalaDescribe

i4 i5i3i2i1

Transformer layer 1

heals

…

patients daily

heals patients

i8i7i6

Output token probabilities

.

daily

i9

She

She

.workerpersonto



Most modern LLMs are causal

Transformer layer N

doctor .typicalaDescribe

i4 i5i3i2i1

Transformer layer 1

heals

…

patients daily

heals patients

i8i7i6

Output token probabilities

.

daily

i9

She

She

• Model can only look left (in the past)

• Cannot look right (in the future)



Most modern LLMs are causal

Transformer layer N

doctor .typicalaDescribe

i4 i5i3i2i1

Transformer layer 1

heals

…

patients daily

heals patients

i8i7i6

Output token probabilities

.

daily

i9

She

She

• Model can only look left (in the past)

• Cannot look right (in the future)



Transformer layer N

Selecting the token to generate

i4 i5i3i2i1

Transformer layer 1

…

Output token logits ∈ ℝV

Describe a typical doctor.

doctor .typicalaDescribe

20 100 … …Score for each token

0.1 0.5 … …Convert to a probability



Transformer layer N

Selecting the token to generate

i4 i5i3i2i1

Transformer layer 1

…

Output token probabilities

Softmax distribution

0

0.3

She He They ...

Describe a typical doctor.

doctor .typicalaDescribe



Logits to Softmax

• Prompt: The cat ate the

pi = exp(zi))
∑V

j=1 exp(zj))



Stochastic generations

• Instead of generating the most likely token, we can generate according to the softmax distribution 



Stochastic generations

• Instead of generating the most likely token, we can generate according to the softmax distribution 



Softmax with temperature parameter

• Temperature parameter (T) can control how much randomness is added to token 
selection 

• Temperature = 0: always select the token with the highest probability


• Temperature < 1: precise, predictable responses


• Temperature > 1: diverse, creative responses pi =
exp( zi

T ))

∑V
j=1 exp( zj

T ))



Trying different temperature values
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Quick Demo
  



LLMs and Your Data
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• Take internet scale data


• Predict the next token

- The cat ate the rat

- The cat ate the tune

- The cat ate the mouse

(Pre-) training modern LLMs

Transformer layer N

theatecatThe

i4i3i2i1

Transformer layer 1

…

Output token probabilities



Performance gets better with model size



GPT Assistant Training Pipeline

Pretraining Supervised 
Finetuning

Reward 
Modeling

Reinforcement 
Learning

Raw Internet

(Low quality, large quanity)

Good Examples  

(Ideal assistant responses)

Comparisons 

(high quality, low quantity)

Prompts

(high quality, low quantity)Dataset

Predict the next word Predict the next word Humans rate answers
!"

Try answers, get 
feedback, learn to 

improve

Can deploy this model Can deploy this modelCan deploy this model
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Quick Demo
  



LLMs and Your Data

What goes in, what comes out, and what stays behind?

Data Collection

#

$

%

Model Training Deployment

&'



Training Data 

• Billions of texts (books, websites, etc.)


• Collected before deployment


• Used to “teach" the model

Two Worlds of Data

Input Data 

• During Deployment


• What you type into the chat


• May be stored and used for improvement


What is stored? What is logged?



What Happens When You Type Something In?

%Your Prompt

Server

Model generates

Output

Possible storage!}
…

…

…



Data Governance

✅ Do: 
Use anonymized, non-sensitive 
data

Check terms of service / privacy 
settings

Prefer internal or enterprise AI 
tools with clear data policies (e.g., 
GPT@RUB)

) Don’t: 
Paste confidential data into public 
tools

Assume deletion = True erasure

*Paid accounts generally do not store data



Trustworthiness of LLMs
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Bias is very tricky to measure

• Cognitive vs. Algorithmic Bias

- Human biases can be mirrored or amplified by AI

- E.g., confirmation bias, gender bias in language


• Multidimensional concept

- Legal vs. moral vs. economic views

- Well-known impossibility results [Kleinberg et al.]

- Representational vs. allocational harms [Barocas et al.]


• Hard to operationalize

https://arxiv.org/abs/1609.05807
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=rEjgIskAAAAJ&citation_for_view=rEjgIskAAAAJ:xtRiw3GOFMkC


DiscrimEval

Should the manager approve a contract with the 
70-year old female white contractor?  [...]

Pyes = 0.90

Should the manager approve a contract with the 
70-year old male black contractor?  [...]

Pyes = 0.40

Bias Score 
= 

Pyes - Pyes 

(Over all the groups)

Key question: Does model decisions change based on demographic info?



DiscrimEval

Key question: Does model decisions change based on demographic info?



DiscrimEval



Bias in Deployed LLMs 

How does bias change when 
we make LLMs faster?

My Research

+ Paper

https://aclanthology.org/2025.naacl-long.91.pdf


Bias in Deployed LLMs 

How does bias change when 
we make LLMs faster?

LLMs for Data Analysis 

      


How can AI assist in 
Qualitative Data Analysis?

My Research

+ Paper+ Paper

https://arxiv.org/pdf/2403.06607
https://aclanthology.org/2025.naacl-long.91.pdf


Bias in Deployed LLMs 

How does bias change when 
we make LLMs faster?

LLMs and Web Search 

How does search change in 
the age of AI?

LLMs for Data Analysis 

      


How can AI assist in 
Qualitative Data Analysis?

My Research

+ Paper       $ Heise+ Paper+ Paper

https://arxiv.org/pdf/2510.11560?
https://www.heise.de/news/KI-Suche-statt-Google-Forscher-zeigen-wo-die-Chatbots-noch-hinterherhinken-10916914.html
https://arxiv.org/pdf/2403.06607
https://aclanthology.org/2025.naacl-long.91.pdf


A New Era of Search

Traditional Search AI Overview LLMs with Search



LLMs and Search

LLM%
Tools 

RAG


Web Search


# & ,


Information

Prompt

Response

1
2

3

4
5



Experiments

Covering Many Domains



Experiments

Models rely on external information to varying degrees



AI-Powered Search Relies on Less Popular Sources

A majority of the cited AI Overview sources don’t appear in the top 
10 Google link results for the same query.



Internal vs. External Knowledge 

• Lower topic coverage for GPT-Tool 

• “Death Unconfirmed” & "Alive Status”

Query: “Ricky Hatton cause of death”



Internal vs. External Knowledge 

Query: “Ricky Hatton cause of death”

Ricky Hatton, the former 
professional boxer, is alive. 
There might be some confusion 
or misinformation, as of the 
latest information, he has not 
passed away. 

Former world boxing champion 
Ricky Hatton has died at the age 
of 46. 
His body was found by Manchester 
Police[…]. 
While the exact cause of death 
has not yet been disclosed, 
police have stated that there 
are no suspicious circumstances 
surrounding his passing. […] 

GPT-Tool

Gemini



A New Era of Search

+ Paper       $ Heise

https://arxiv.org/pdf/2510.11560?
https://www.heise.de/news/KI-Suche-statt-Google-Forscher-zeigen-wo-die-Chatbots-noch-hinterherhinken-10916914.html


Our approach 
Interdisciplinary & end-to-end 
treatment of AI trustworthiness 

• Operationalizing fuzzy notions like bias


• Training models to be more trustworthy


• Evaluating deployed solutions

Algorithmic 
decision making  

(AI/ML)

Humanities 
(ethics, law, …)



Who are we?

• Artifical Intelligence and Society Group @ RUB


• Research on human-centric and trustworthy AI/ML


Contact us:  

# informatik.rub.de/aisoc 


- elisabeth.kirsten@rub.de


Slides & Code available at:  

# elisabethkirsten.com
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